The Dangerous Inaccuracy of Al Detection Tools

By Matt Hasan, Ph.D.

How flawed technology is falsifying accusations and undermining trust in human writing
| have been writing and publishing for almost six decades assisted by manual, electric,
electronic typewriters, word processors and now Al. So when publishers, universities and
companies began using “Al detectors” to police writing, | did what any curious strategist would: |
ran a quick, informal test.

| fed three kinds of text into GPTZero, Turnitin, and Copyleaks:

-Essays | wrote in the 1970s and 80s — long before ChatGPT or any Al tool existed.

-Recent pieces | composed without Al.

-Al-generated drafts | lightly edited.

The results were absurd.

My 40-year-old human prose? “100% Al-generated.”

Al text with minor tweaks? “6% Al” or “54% human.”

This wasn’t a peer-reviewed study. It was a gut-check. It confirmed what | had suspected: these
tools are wildly unreliable.

Independent research backs this up: accuracy rates in real-world tests range from 26% to 68%
(Liang et al., 2024; Stanford HAI, 2024). That’'s worse than a coin flip.

But these aren’t toys. They’re gatekeepers — used to fail students, kill job offers, and reject
manuscripts. And they’re being weaponized by a self-protective establishment that sees Al not
as a tool, but as an existential threat.

The Luddite Reflex in the Writer’s Guild

Many editors, professors, and literary gatekeepers are reacting like 19th-century textile workers
smashing looms. They fear Al will devalue their craft — not because it replaces insight, but
because it democratizes clarity.

They demand “pure” human authorship the way artisans once demanded hand-spun cloth. They
brand Al-assisted prose as “inauthentic,” even when the ideas, expertise, and voice remain
human.



This isn’t about integrity.

It's about protecting professional identity.

Just as Luddites destroyed machinery to preserve their wages and status, today’s gatekeepers
deploy flawed detectors to police the boundary of “real writing” — not to catch cheating, but to
preserve their monopoly on polished expression.

The irony? The same tools that falsely flag human work also let sophisticated Al users sail
through undetected. The innocent are punished. The guilty adapt. And the profession? It clings
to a romantic myth while the world moves on.

The Human Cost

At Vanderbilt, a Native American student was accused of Al plagiarism for an essay about her
family’s pain. The detector was wrong. The scar remains.

At Texas A&M University—Commerce, a professor failed an entire class based on Al flags. Job
offers vanished. The university later admitted the error, but only after the damage was done.

Non-native English speakers are hit hardest: their careful, formal prose triggers 3x more false
positives (Kumar et al., ACL 2024). Clear writing? Punished. Neurodiverse voices? Silenced.

The tools don’t just misidentify Al. They punish good writing, and serve the interests of those
who fear its democratization.

Why The Al Detection Tools Fail

Detectors look for predictability: even sentences, low “perplexity,” familiar phrases.
But that’s exactly what polished human writing looks like, especially in academia, law, or
business.

Turnitin’s own tests show a 9% false-positive rate on 100% human text. GPTZero’s “98%
accuracy” claim? It's Marketing, not science.

As Al gets better and humans edit smarter, the signal disappears. There is no reliable boundary
left.

The Institutional Cop-Out

Overwhelmed administrators want certainty in a number. A percentage score feels objective.
I's not. It’s lazy epistemology, outsourcing judgment to a black box.

Defenders say: “We can’t review 300 papers manually.”
Fair. But hybrid triage, flagging only high-risk cases for human review, cuts workload 70% while
keeping errors under 1% (Liang et al., 2024).



The problem isn’t scale. It's using broken tools as final judges, often to enforce a cultural
agenda, not academic rigor.

The Real Question
Even if detectors worked —and they don’t — we’re asking the wrong question.

I've used every writing tool invented. None replaced my ideas, my expertise, my voice.
Al doesn’t generate original ideas and develop strategy. | do.

The question shouldn’t be:

“Did you use Al?”

It should be:

“Do you understand this? Can you defend it? Is the insight yours?”

That requires human judgment, not statistical guesswork, and certainly not a rear-guard
defense of professional privilege.

The Chilling Effect

Students now write worse on purpose, adding errors, breaking rhythm, to dodge false flags.
We are training a generation to fear clarity, all to protect a guild that confuses craft with control.

A Call to Action

Toolmakers face no consequences when they ruin lives. At least one lawsuit is moving forward:
Doe v. Yale University (D. Conn., 2025): wrongful suspension after GPTZero misflagged a
non-native speaker’s exam.

Institutions must demand independent validation and robust appeals before deploying these
“detector” tools.

The literary establishment must ask itself:
Are we defending writing, or our place in it?

What Should Replace Them

Domain  Smarter Path

Education Oral exams, live drafts, in-class synthesis
Hiring Real-time problem-solving, portfolio defense
Publishing Editorial judgment, fact-checking, as always

These take effort, but they work. And they don’t require smashing the looms!

The Path Forward



Al is not the enemy. Fearful gatekeeping is.
In strategy, analysis, and communication, Al is a force multiplier, like spreadsheets or
spell-check.

Al in art, literature, and personal voice? Hands off.

We are at an inflection point.

Demand evidence. Demand accountability. Demand human judgment.
The harm is happening now.

Let’s lead with reason, before the Luddites win.

[Full citations available on request]
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